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F5
1:30-2:30 KB EBEMHEHAEKERZA

Dr. Tong Zhang is currently directing Baidu's Big Data Lab, and is a professor at Rutgers University. Previously he
worked at IBM T.J. Watson Research Center and Yahoo Research. Tong Zhang received a B.A. from Cornell
University and a Ph.D. from Stanford University.
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2:45-3:45 L3 BERBEWELELHTEE

Dr. Yi Ma is a Professor and the Associate Dean of the School of Information and Science and Technology,
ShanghaiTech University. Previously he was a Principal Researcher and the Research Manager of the Visual
Computing at Microsoft Research in Beijing and a professor at UIUC. Yi Ma received his B.S. from Tsinghua

University and M.S. and Ph.D. from UC Berkeley.

Abstract: In this talk, we will discuss a new class of models and techniques that can effectively model and extract rich
low-dimensional structures in high-dimensional data such as images and videos, despite nonlinear transformation,
gross corruption, or severely compressed measurements. This work leverages recent advancements in convex
optimization for recovering low-rank or sparse signals that provide both strong theoretical guarantees and efficient and
scalable algorithms for solving such high-dimensional combinatorial problems. These results and tools actually
generalize to a large family of low-complexity structures whose associated regularizers are decomposable. We
illustrate how these new mathematical models and tools could bring disruptive changes to solutions to many
challenging tasks in computer vision, image processing, and pattern recognition. We will also illustrate some
emerging applications of these tools to other data types such as web documents, image tags, microarray data,
audio/music analysis, and graphical models.

This is joint work with John Wright of Columbia, Emmanuel Candes of Stanford, Zhouchen Lin of Peking University,
and my students Zhengdong Zhang, Xiao Liang of Tsinghua University, Arvind Ganesh, Zihan Zhou, Kerui Min and
Hossein Mobahi of UIUC.

4:00-4:30 Open Discussion Forum: ¥% , ZERZ , RAHKE
HE: R BH Rr@t, KE

Sponsored by
Shanghai Center for Mathematical Sciences
School of Mathematical Sciences, Fudan University




