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AH: High Quantile Regression for Tail Dependent Time Series

#HE: Quantile regression serves as a popular and powerful approach for
studying the effect of regressors on quantiles of a response distribution.
However, existing results on quantile regression were mainly developed when the
quantile level is fixed, and the data are often assumed to be independent
Motivated by recent applications, we consider the situation where (i) the
quantile level is not fixed and can grow with the sample size to capture the
tail phenomena; and (ii) the data are no longer independent but collected as a
time series that can exhibit serial dependence in both tail and non-tail
regions. To study the asymptotic theory for high quantile regression estimators
in the time series setting, we introduce a previously undescribed tail
adversarial stability condition, and show that it leads to an interpretable and
convenient framework for obtaining limit theorems for time series that exhibit
serial dependence in the tail region but are not necessarily strong mixing
Numerical experiments are provided to illustrate the effect of tail dependence
on high quantile regression estimators, where simply ignoring the tail

dependence may lead to misleading p—values
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10 A 23 H L4 10:20—11:10

FRMR FEM A TR

BH: Asymptotic Dependence of In— and Out-Degree in a Preferential Attachment
Model with Reciprocity

#E: Reciprocity characterizes the information exchange between users in a
network, and some empirical studies have revealed that social networks have a
high proportion of reciprocal edges. Classical directed preferential attachment
(PA) models, though generating scale—free networks, may give networks with low
reciprocity. This points out one potential problem of fitting a classical PA
model to a given network dataset with high reciprocity, and indicates
alternative models need to be considered. We give one possible modification of
the classical PA model by including another parameter, which controls the
probability of adding a reciprocated edge at each step. Asymptotic analyses
suggest that large in— and out—degrees become fully dependent in this modified

model, as a result of the additional reciprocated edges
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10 4 23 H L4 11:10-12:00

BEAT MITRY

BH: Asymptotic Results on Marginal Expected Shortfalls under Extensive
Dependence Structures

#HE: In this paper, we study the asymptotic behavior of three types of
Marginal Expected Shortfalls with different reference indices of the overall
risk. Our results for the asymptotic independence case are obtained under quite
general frameworks, in which no specific distribution class of each individual
risk is supposed. For the asymptotic dependence case, we conduct the study
under two widely applied assumptions, which imply that the individual risks
possess the Fréchet and Gumbel tails, respectively. We also give a
comprehensive and deep analysis on the accuracy of our asymptotic results in

various scenarios when there are two individual risks in the whole system.
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10 H 23 H T4 13:45--14:35

TRERE WL K

fHH: Cointegration Rank Estimation for High-Dimensional Time Series with
Breaks

FHE: An intuitive and simple—to-use procedure for estimating the cointegration

rank of a high—dimensional time series system with possible breaks is proposed



in this paper. Based on a similar idea to principal component analysis, the
cointegration rank can be estimated by the number of the eigenvalues of a
certain non—negative definite matrix. There are several advantages to the new
method: (a) the dimension of the cointegrated time series is allowed to vary
with the sample size; (b) it is model-free; and (c) it is simple to use and
robust against possible breaks in trend. The cointegration rank can be
estimated without the need for a priori testing and estimating of the break
points. Asymptotic properties of the proposed methods are investigated when the
dimension of the time series increases with the sample size, which offers a new
alternative to deal with high-dimensional time series. Illustrations of

simulations are also reported.
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10 A 23 H'F4- 15:20—16:10

Eoti HEANRKRF

BiH: Gradient boosting mixture regression models

FE: The Expectation-Maximization (EM) algorithm is often used to estimate
mixture regression models. In this paper, we propose a gradient boosting
algorithm for mixture regression models, which combines the EM algorithm and
functional gradient decent techniques. The proposed algorithm fully explores
the predictive power of covariates and performs variable selection during model
fitting. We illustrate those advantages in two simulated examples: a mixture

Gaussian model and a zero—inflated Poisson model.
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BRI P EBEEAR R

AiH: Distributionally robust risk optimization under distorted Expectation
#HE: In this talk, we propose to address a decision maker’s risk attitude in
Distributionally robust optimization (DRO) by following an alternative scheme
known as “dual expected utility”. We distinguish DRO based on distorted
expectations by terming it “Distributionally Robust Risk Optimization’” (DRRO),
and show that DRRO can be equally, if not more, tractable to solve than DRO
based on utility functionals. Our tractability results hold for any distortion
function, and hence our scheme provides more flexibility to capture more
realistic forms of risk attitudes. We characterize the worst—case distributions

and discuss their implications.
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A H: Cause-of-Death Mortality Forecasting using Adaptive Penalized Tensor
Decomposition

HE: Cause—of—death mortality modeling and forecasting is an important topic
in demography and actuarial science as it can provide valuable insights into
the risks and factors determining future mortality rates. This paper proposes a
novel predictive model for cause—of—-death mortality forecasting, called
adaptive penalised tensor decomposition (APTD). The new method jointly models
the three dimensions (cause, age, and year) of the dataset together and
provides superior out—-of-sample forecasting performance compared to existing
models. In particular, by using the adaptive penalty matrices, the new method
overcomes the heavy computational burden caused by the selection of tuning
parameters when multiple factors are involved in the model proposed by Madrid-
Padilla and Scott (2017). Three different approaches (ARIMA, linear
extrapolation and GAM) are considered to extrapolate the estimated year factors
for forecasting purposes. The US cause-of-death mortality data and various

existing models are employed for evaluation and comparison purposes

WEFE 2
10 A 24 H L4 10:25—11:15

whe EITRSE

BAiH: Multi-dimensional Latent Group Structures with Heterogeneous
Distributions

FHE: This paper aims to identify the multi-dimensional latent grouped
heterogeneity of distributional effects. We consider a panel quantile
regression model with additive cross—section and time fixed effects. The cross—
section effects and quantile slope coefficients are both characterized by
grouped patterns of heterogeneity, but each unit can belong to different groups
for cross—section effects and slopes. We propose a composite—quantile approach
to jointly estimate multi—-dimensional group memberships, slope coefficients

and fixed effects. We show that using multiple quantiles improves clustering
accuracy if memberships are quantile—invariant. We apply the methods to examine

the relationship between managerial incentives and risk-taking behavior.

WREFE3IY
10 A 24 H E4 11:15—12:05
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FE: We study optimal reinsurance in a continuous—time framework, in which an
insurer and a reinsurer are two players of a stochastic Stackelberg
differential game, i.e., a stochastic leader—follower differential game. Both
the insurer and the reinsurer aim to maximize their respective mean—-variance
cost functionals. To overcome the time—inconsistency issue in the game, we
formulate the optimization problem of each player as an embedded game and solve
it via a corresponding extended Hamilton—Jacobi-Bellman equation. It is found
that the Stackelberg equilibrium can be achieved by the pair of a variance
reinsurance premium principle and a proportional reinsurance treaty, or that of
an expected value reinsurance premium principle and an excess—of-loss
reinsurance treaty. The former optimal reinsurance policy is determined by a
unique, model—-free Stackelberg equilibrium; the latter one, though exists, may
be non—unique and model-dependent, and depend on the tail behavior of the
claim—size distribution to be more specific. Moreover, we consider the optimal
structure when multiple reinsurers involved in a reinsurance chain as

participants of the game.

wEF 1Y
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B H: Age—coherent mortality modeling and forecasting using a constrained
sparse vector—autoregressive mode

. Accurate forecasts and analyses of mortality rates are essential to many
practical issues, such as the population projections and the designing of
pension schemes. Recent studies have considered a spatial - temporal
autoregressive (STAR) model, in

which the mortality rates of each age depend on its own historical values
(temporality) and the neighboring cohort ages (spatiality). Despite the
realization of age coherence and improved forecasting accuracy over the famous
Lee—Carter (LC) model, the assumption of STAR that only the effects of the same
and the neighboring cohorts exist can be too restrictive. In this study, we
adopt a data-driven principle, as in a sparse vector autoregressive (SVAR)
model, to improve the flexibility of the parametric structure of STAR and
develop a constrained SVAR (CSVAR) model. To solve its objective function
consisting of non—-standard L2 and L1 penalties subject to constraints, we
develop a new algorithm and prove the existence of the desirable age—coherence
in CSVAR. Using empirical data from the United Kingdom, France, Italy, Spain,
and Australia, we show that CSVAR consistently outperforms the LC, SVAR, and
STAR models with respect to forecasting accuracy. The estimates and forecasts
of the CSVAR model also demonstrate important demographic differences between

these five countries
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BiH: Risk Analysis via Generalized Pareto Distributions

FE: We compute the value—at-risk of financial losses in the tail by fitting a
generalized Pareto distribution to exceedances over a high but not divergent
threshold. This paper infers such a model for both independent observations and
time series data. We show that the asymptotic variance for the maximum
likelihood estimation depends on the choice of threshold unlike the existing
study of using a divergent threshold. For interval estimation, we propose a
random weighted bootstrap method with critical values computed by the empirical
distribution of the absolute differences between the bootstrapped estimators
and the maximum likelihood estimator. The finite sample performance of the
derived confidence intervals is demonstrated through numerical studies before

applying to real data in insurance and finance.
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B H: Gradient boosting for extreme quantile regression

#EE: Extreme quantile regression provides estimates of conditional quantiles
outside the range of the data. Classical methods such as quantile random
forests perform poorly in such cases since data in the tail region are too
scarce. Extreme value theory motivates to approximate the conditional dis-—
tribution above a high threshold by a generalized Pareto distribution with
covariate dependent parameters. This model allows for extrapolation beyond the
range of observed values and estimation of conditional extreme quantiles. We
propose a gradient boosting procedure to estimate a conditional general- ized
Pareto distribution by minimizing its deviance. Cross—validation is used for
the choice of tuning parameters such as the number of trees and the tree
depths. We discuss diagnostic plots such as variable importance and partial
dependence plots, which help to interpret the fitted models. In simulation
studies we show that our gradient boosting procedure outperforms classical
methods from quantile regression and extreme value theory, especially for high-
dimensional predictor spaces and complex parameter response surfaces. An
application to statistical post-processing of weather forecasts with precip—

itation data in the Netherlands is proposed.
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