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Abstract: In this talk, I will present some novel model selection criteria based on a 

general concept of stability.  The stability concept measures the robustness of any 

given model against the randomness in the sampling and can be adapted in various 

scenarios. Two scenarios will be discussed in details: selection of the number of 

clusters for cluster analysis and selection of the tuning parameter for penalized 

regression.  In specific, clustering stability and variable selection stability will be 

defined, and the corresponding model selection criteria are set to select the model with 

the largest clustering stability or variable selection stability. Numerical examples will 

be provided to demonstrate the effectiveness of the proposed selection criteria. 

Asymptotic selection consistency of the proposed selection criteria will also be 

discussed. 
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